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Abstract—Deep neural networks (DNNs) are becoming the inevitable part of a wide range of applications domains, such as visual and speech recognition. Recently, Graphics Processing Units (GPUs) are showing great success in helping meet the performance and energy efficiency demands of DNNs. In this paper, we identify GPU performance bottlenecks via characterizing the data access behaviors of AlexNet and VGG16 models in a layer-wise manner. The goal of this work is to find the performance bottlenecks of DNNs. We obtain following findings: (i) Backward propagation is more performance critical than forward propagation. (ii) The working set of convolutional inter-layers does not fit in L1 cache, while convolutional input layer can exploit L1 cache sufficiently. (iii) Interconnect network can also be a performance bottleneck that substantially increase GPU memory bandwidth demand.

I. INTRODUCTION

Deep neural networks (DNNs) are finding their way into increasingly wider range of application domains, such as visual recognition [1], speech recognition [2], and natural language processing [3]. Deep learning has two phases: training and inference – inference leverages the trained neural network to infer things about new data it is presented with. As a result, training DNNs typically has much higher demand for compute power than inference and is becoming increasingly data intensive with larger, deeper training models. In fact, graphic processing units (GPUs) are extensively used in the training of modern DNN models, due to their tremendous compute horsepower and strong backend support for DNN software libraries such as cuDNN [4].

With DNN, larger and deeper neural networks with more parameters typically result in better accuracy. Yet, this also substantially increases the hardware demand on both compute power and data access efficiency. In order to maintain a reasonable training performance with the continuous scaling of DNN models, it is critical to ensure that future GPU systems can keep up with the increase of the hardware demand.

Our goal in this paper is to investigate the performance bottlenecks during training of DNNs in commodity GPU hardware. To this end, we make efforts toward characterizing the performance of DNN models on GPU systems. First, we analyze the performance of two popular ImageNet models – AlexNet [1] and VGG-16 [5] – built with Caffe [6] deep learning framework on one of the latest graphics card product. Second, we examine layer-wise execution time, stall reasons, cache access behavior, and memory bandwidth utilization of the two ImageNet models. This paper makes the following contributions:

- We build a layer-wise model for training VGG-16 and AlexNet on GPUs.
- We identify GPU performance bottlenecks in compute and cache resources, by characterizing the performance and data access behaviors of AlexNet and VGG-16 models in a layer-wise manner.

II. DEEP NEURAL NETWORKS (DNNs)

DNNs are combined with several different types of layers, such as convolutional layers, activation layers, pooling layers, and fully connected layers. Typically, these layers can be divided into two categories: (i) feature extraction layers that extract input features and (ii) classification layers that analyze features and classify input images into groups. DNNs have two stages: training and inference. Training allows DNNs to learn and update weights of each layer. Training of DNNs typically performs both forward propagation and backward propagation [7] to generate weights. As a result, training phase is typically much more compute and data intensive than inference phase. As such, this paper focuses on studying training phase. As the name implies, the traverse direction is in reverse between forward and backward propagation. When training a DNN model, we can divide input images into several sets that are processed independently. Each set of images is called a batch.

Figure 1 shows a typical DNN architecture. In this paper, we evaluate AlexNet and VGG-16, which are two popular deep learning models used in image classification. The two models share the similar layout of neural network layers as shown in Figure 1. AlexNet has five convolutional layers, while VGG16 adopts a deeper neural network with 13 convolutional layers.

DNN Training. Training is necessary for DNNs before we use them to do certain tasks. During the training phase, lots of weights of every layer need to be updated real-timely by performing forward and backward propagation.
Forward propagation. In Figure 1, when performing forward propagation, several feature vectors are passed to the input layer. Each layer multiplies its inputs by the weight matrix connecting and outputs to the next layer. A non-linear transformation (e.g., a sigmoid or rectified linear unit function) is applied to the result. This process is repeated, propagating the input signal through the network. The transformed signal that reaches the output layer is interpreted as an encoded output – an image classification, for example.

Backward propagation. In Figure 1, in the backward propagation phase, the correct output for the given input is used with a loss function to compute the error of the network’s prediction. Deriving derivative from the latter layer with input gradient map $dY$ to the former layer with output gradient map $dX$. A simple squared error function can suffice.

$$E = \frac{1}{2} \sum_{i=0}^{n} (t_i - y_i)^2$$

Where $E$ is the sum of the network’s prediction error over all $n$ training examples in the training set, $t_i$ is the true label for input sample $i$, and $y_i$ is the network’s predicted classification for input $i$.

After determining the prediction error on an observation, the weights of the network are updated. The functions by which the inputs determine the error of the network and their gradients with respect to the network’s last predicted output are known. Thus the chain rule can be applied to each function in the network to create a map of how network error changes with respect to any individual weight [8], [9]. Network weights are then updated to improve network performance for the last seen observation.

To train a neural network practically, we can feed it a labeled “training” dataset (i.e., a dataset consisting of input features and known correct outputs). For each input, the error of the network’s output is computed. After summing the error over a certain number of observations (referred to as the mini-batch size), the weights are updated. Over many updates, the weights in a network form a relationship between the probability distribution of the model and the probability distribution of the underlying data.

III. EXPERIMENTAL SETUP

A. Workloads

AlexNet. AlexNet [1] is a type of neural network to do image classification tasks using ImageNet dataset. It has five convolutional layers, three pooling layers and three fully connected layers.

VGG-16. VGG-16’s [5] main task is also to do image classification and localization, but it has more layers than AlexNet. It has thirteen convolutional layers and three fully connected layers.

Datasets. ImageNet is a huge image dataset which contains millions of images belong to thousands of categories. Begin at 2010, ImageNet Large Scale Visual Recognition Challenge (ILSVRC) has been held annually. ILSVRC exploits a subset of ImageNet with 1.3 million training images, 50000 validation images, 150000 testing images in 1000 categories. We evaluate ImageNet with four different batch size: 32, 64, 128, and 256. We measure the performance for 100 iterations when training.

Framework. Caffe [6] is a popular deep learning framework, which is produced by Berkeley AI Research.

B. Real Machine Configuration

We run AlexNet and VGG-16 on GTX 1080Ti graphic card with Dell Precision T7810 Tower Workstation. GTX 1080Ti combines L1 cache and texture cache together as unified cache, so we show unified cache performance (note that we denote it as L1 cache in our results sections). We conducted experiments on Nvidia’s GTX 1080Ti graphic card, which has 3584 cuda cores, 11GB memory capacity, 484 GB/s memory bandwidth, and Pascal architecture. Table I lists our system configuration.

### Table I: System configuration.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon E5-2620 <a href="mailto:V3@2.4GHz">V3@2.4GHz</a></td>
</tr>
<tr>
<td>Main memory</td>
<td>16GB DDR4</td>
</tr>
<tr>
<td>Operating system</td>
<td>Ubuntu 16.04.2</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce GTX 1080 Ti (Pascal)</td>
</tr>
<tr>
<td>GPU cores</td>
<td>28 SMs, 128 CUDA cores per SM, 1.5GHz</td>
</tr>
<tr>
<td>L1 cache</td>
<td>24KB per SM</td>
</tr>
<tr>
<td>L2 cache</td>
<td>4096KB</td>
</tr>
<tr>
<td>Memory interface</td>
<td>8 memory controllers, 352-bit bus width</td>
</tr>
<tr>
<td>GPU main memory</td>
<td>11GB GDDR5X</td>
</tr>
</tbody>
</table>

IV. REAL MACHINE CHARACTERIZATION

In this section, we characterize AlexNet and VGG-16 on real GPU hardware. In order to explore GPU system performance bottlenecks and the criticality of various architecture components, we analyze the execution time, data operations, and cache and memory access behaviors of each neural network layers across various image input batch sizes. We also show several key observations of our analysis on the major computational kernels executed in each layer.

A. Execution Time and Instruction Distribution

Figure 2 through Figure 4 explore a layer-wise performance landscape of our workloads.

Layer-wise execution time. Figure 2 shows our evaluation of execution time breakdown in various ways. While the overall trend of execution time (Figure 2(a) and (d), (e)) is inline with most previous studies on the same workloads [10], [11], we make four observations from our experiments. First, convolutional (CONV) layers execute for much longer time than fully connected (FCN) layers. Second, CONV inter-layers dominate the execution time of all CONV layers; these inter-layers also execute more instructions than other layers (Figure 3(a), Figure 4(a)). Third, execution time and instruction count increases as we increase the batch size from 32 to 256. Finally, with both CONV and FCN layers, the execution time of backpropagation can be over $2 \times$ of forward
propagation. What is more, the computation latency ratio of VGG-16 is larger than AlexNet. (Figure 2(d), (e)) [10], [11].

Findings: Our results show that (1) CONV inter-layers dominate both execution time and instruction count; (2) backpropagation is more performance critical than forward propagation.

Stalls due to data access. CONV layers are typically considered as much more compute-intensive than FCN layers. However, we identify three observations that speaks for the volume of the performance impact of data access. First, Figure 2(c) shows that data access imposes substantial stalls during the execution time. Such stalls stay above 30% of total stalls across various batch sizes, even among the most compute-intensive CONV layers with the lowest load/store instruction ratios shown in Figure 3(b) and Figure 4(b). In fact, based on Figure 2(b) and (c), data stall time of CONV inter-layers can be up to 38% longer than FCN layers. Second, the number of stalls increase as we increase batch size. This is consistent with our observation on GPU main memory access, where the number of main memory requests scales up almost linearly with image batch size. Finally, because CONV inter-layers execute much more instructions than FCN layers (Figure 3(a), Figure 4(a)), these inter-layers can generate more data requests despite less data intensive than FCN layers.

Findings: Based on our investigation on stall time and instruction breakdown, data access – which is performed along the path of caches, interconnect network, and memory interface – is performance critical to both CONV inter-layers and FCN layers.

B. Cache Access Behavior

To study the performance impact of data access in caches, we characterize read and write access behaviors in GPU cache hierarchy.

L1 cache access behavior. To study L1 cache access behavior, we evaluate the access throughput (GB/s) and layer-wise hit rates as shown in Figure 5 and Figure 6. We make four observations. First, CONV inter-layers have much lower L1 cache access throughput than other layers, despite issuing much more L1 accesses (with the load and store instructions based on Figure 3 and Figure 4). Second, CONV inter-layers have much lower L1 hit rate than other layers. This observation is consistent with the long data access stall time of these layers. The reason can be either or both of the two: a) their working set does not fit in L1 caches; b) they have low data access locality (our later evaluation on L2 access behavior demonstrates that this is not the case). Third, CONV input layer (CONV1) has a high L1 hit rate, but L1 hit rate drops in as CONV layers get deeper. Finally, L1 throughput and hit rate appear stable across various batch sizes with CONV layers. While FCN layers also have stable L1 hit rates as the batch size alters, L1 throughput significantly increases when the batch size is increased from 32 to 64. We notice that executed cuDNN kernels are changed when we change the batch size between the two.

Findings: As such, we conclude that 1) the working set of CONV inter-layers do not fit in L1 cache, while CONV input layer can utilize L1 cache effectively; 2) L1 cache access behavior remains stable across various batch sizes.

L2 cache access behavior. Due to CONV inter-layer’s low hit rate in L1 caches, L2 cache can be performance critical to these layers. We make several observations based on our L2 cache access evaluation shown in Figure 7 and Figure 8. First, most CONV inter-layers generate similar read and write throughput with L2 cache, while yield high read hit rates (on average 68%) and lower write hit rates (on average 45%). Second, we notice that tensor_add and convolution are the two most time consuming operations executed in these layers. In particular, tensor_add yields almost 0% read hit rate but high write hit rate in L2 cache, whereas the read/write hit rates of convolution appears completely in reverse. Tensor_add adds the scaled values of a bias tensor to another tensor and writes the result to a third tensor. With nearly 0% read hit rate, the two tensors are always not in the cache. The convolution operation takes an input image and a convolution kernel and write the convoluted result to another memory location. As such, this operation always misses when it writes to the new memory locations. Third, CONV input and FCN layers yield much higher read than write throughput. With each layer, the overall L2 throughput is similar to L1 cache and remains similar with various batch sizes. Because the change of the kernels in FCN layers mainly impacts read operations, L2 write throughput remains stable when we increase batch size from 32 to 64. Finally, FCN layers have much higher write hit rates than reads, whereas CONV layers are in reverse.

Findings: It appears that CONV inter-layers yield much higher hit rates in the 4MB L2 cache than the 24KB L1 caches. As such, these layers have sufficient locality, especially with read requests, if the GPU can integrate large caches to accommodate their working set. Furthermore, given FCN layer’s low write throughput yet high write hit rates, L2 cache can efficiently accommodate write requests of FCN layers.

C. Memory Bandwidth Demand

As shown in Figure 9 and Figure 10, GPU off-chip memory bandwidth demand is consistent with L2 cache misses. In particular, CONV inter-layers generates more write traffic on the memory bus than reads. Due to the high L2 write hit rates of FCN layers, a substantial portion of off-chip memory traffic is reads.

V. RELATED WORK

To the best of our knowledge, this is the first work that characterizes performance and cache behaviors of DNNs on commodity GPU systems in a layer-wise manner. In this section, we describe previous studies that are closely related to ours.

Virtualized DNN (vDNN) [10] proposes a runtime memory manager that virtualizes the memory usage of DNNs such that both GPU and CPU memory can simultaneously be utilized for training larger DNNs. The GPU performance characteristics of five popular deep learning frameworks: Caffe, CNTK, TensorFlow, Theano, and Torch in AlexNet has been analyzed
Fig. 2: AlexNet (a) Execution time and (b) total stall time normalized to CONV1 layer with a batch size of 32. (c) Percentage of stalls due to data access in AlexNet. (d) Backpropagation to forward propagation computation latency ratio with a 256 batch size in (d) AlexNet and (e) VGG-16.

Fig. 3: (a) The number of total executed instructions and (b) percentage of load and store instructions in AlexNet (normalized to CONV1 layer with batch a size of 32).

Fig. 4: (a) The number of total executed instructions and (b) percentage of load and store instructions in VGG-16 (normalized to CONV1 layer with batch a size of 32).

Fig. 5: L1 cache (a) throughput and (b) hit rate of each layer in AlexNet.

in [11], and this paper also evaluates the GPU performance characteristics of four different convolution algorithms and suggest criteria to choose proper convolutional algorithms to build efficient deep learning model. Efficient inference engine (EIE) [12] performs inference on the compressed network model and accelerates the resulting sparse matrix-vector multiplication with weight sharing. Jia et.al demonstrate that GPU caches can be detrimental to the performance of many GPU applications and characterize the impact of L1 caches on the performance of the Rodinia suite benchmarks. However, they also show that fully-connected neural network backpropagation benefits significantly from added cache [13]. Tian et.al propose techniques for having memory that is unlikely to benefit from temporal locality bypass GPU cache [14]. Singh et.al and Wang et. al pursue better cache performance through cache coherence policies [15], [16].

VI. Conclusion

We perform a layer-wise characterization of a set of DNN workloads that execute on commodity GPU systems. By investigating layer-wise cache and memory access behavior, we draw the following observations:

- The execution time of convolutional inter-layers dominates the total execution time. In particular, backpropagation of these inter-layers consumes significantly longer execution time than forward propagation.
- The working set of convolutional inter-layers does not fit in L1 cache, while convolutional input layer can exploit L1 cache sufficiently.
- Interconnect network can also be a performance bottleneck that substantially increase GPU memory bandwidth demand.

REFERENCES

Fig. 7: L2 cache (a) read throughput, (b) read hit rate, (c) write throughput, and (d) write hit rate of each layer in AlexNet.

Fig. 8: L2 cache (a) read throughput, (b) read hit rate, (c) write throughput, and (d) write hit rate of each layer in VGG-16.

Fig. 9: GPU main memory (a) read and (b) write throughput of each layer in AlexNet.

Fig. 10: GPU main memory (a) read and (b) write throughput of each layer in VGG-16.